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Abstract—Information Retrieval (IR) is the process of finding set of documents or texts that are required by the user. In the past decade 
internet content in English is shrunk from 39 percent to 27 percent. By the end of 2011, the content available in web was 24 percent of 
Chinese and 27 percent of English. Soon, the Chinese content will overtake English content. Other languages like Japanese, Korean, 
Hindi, Tamil, Malay, Thai, Vietnamese, Arabic etc. has a gradual growth in the web content. This causes more importance for multilingual 
approach. So, the user may have the necessity to retrieve the information in another language; this kind of problem is solved by using 
Cross Language Information Retrieval (CLIR), a sub field of IR. CLIR retrieves the information that is different from user query language. 
For retrieving information, CLIR presents different methods such as dictionary based translation, Machine translation and Corpus based 
translation. In these methods the importance of dictionary based translation has been increased due to growth in the availability of machine 
readable dictionaries. This article presents a detailed review of dictionary based translation, with emphasis on recent developments. 

Index Terms— Dictionary based translation, translation ambiguity, Phrases and compound words, Out-of-vocabulary, Transliteration, 
Bilingual dictionaries, Information retrieval. 

——————————      —————————— 

1 INTRODUCTION                                                                     
NFORMSTION Retrieval (IR) is to obtain the relevant in-
formation from a collection of information resources. In in-
formation retrieval process user enters a query into the sys-

tem. Queries are formal statements of information needs, for 
example search strings in web search engines. In Information 
Retrieval a query matches several objects instead of matching 
a single object uniquely. The top ranking objects are then 
shown to the user. This ranking of objects in most of the IR 
system depends on numeric score computed by the matching 
process of system. In the information era searching is a part of 
our daily life. Ideally, we show interest to search information 
in our native language but sometimes the information may not 
be available. In such a situation we may show interest to 
search the information in other languages, this arises the prob-
lem of cross-language information retrieval. The goal of CLIR 
is to find the information written in language other than that 
of query language. The key problem in CLIR is translation, 
where one should translate the language of query or docu-
ments to another language. For this specific translation meth-
ods are required. The architecture of CLIR [1] is shown in Fig. 
1. In general, CLIR system works on a specific document col-
lection. There are three ways to use the translation module. 
The first way is to use document translation approach i.e. 
mapping of the document representation into the query repre-
sentation space. The second way is to use query translation 
approach i.e. mapping of the query representation into the 
document representation space. The third way is to map both 

document and query representations to a third space. On both, 
the query and document indexing is carried out to some ex-
tent. Relevance feedback on each document describes how 
strongly the document and query are related. Optionally, once 
a list of documents is identified by the system a feedback pro-
cess can take place. Translation techniques in CLIR are catego-
rized into three types. They are dictionary based translation, 
Machine translation and Corpus based translation. In Diction-
ary based translation by using a bilingual dictionary, each 
word or phrase is translated from source language to target 
language. Dictionaries are ordered according to different prin-
ciples. In CLIR, dictionaries usually contain a word list and 
their translations. For a long time, Machine Translation and 
construction of various translation systems and resources are 
done manually but without any manual intervention Machine 
Translation (MT) systems provides full-text machine transla-
tion. The quality of translation is also improved than in earlier 
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Fig. 1. Architecture of CLIR System. 
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times. In corpus based translation knowledge is derived from 
parallel and comparable corpora. A parallel text is a document 
written in one language and presented next to its translation 
in another. Large collections of parallel texts are referred to as 
parallel corpora. A comparable corpus is a combination of 
texts that are composed independently but share the same 
communicative function and theme.  

2 DICTIONARY BASED TRANSLATION 
Dictionary-based approach is getting prominence due to the 
increasing availability of machine readable dictionaries. Ra-
ther than using parallel corpus based methods it is easy to use 
dictionary-based methods for query translation.  In this ap-
proach the queries are translated by using bilingual dictionar-
ies in which we look up the some or all of the translated terms. 
Dictionaries in CLIR contain the word list and their transla-
tion. Dictionaries may contain additional information such as 
definitions and examples that may help in particular context 
for selection of more appropriate translations. In dictionary 
based translation the basic approach is to translate word-by-
word.  In this for a query word we have to select more suitable 
translation that can be achieved in two ways. Firstly, for a 
query word we have to use all the translations that may add 
the inappropriate translations and retrieves the irrelevant 
documents. This can also be solved by normalization of term 
weights for translations per source term.  The other way is to 
select first translation in the list that also causes problem as in 
many dictionaries this assumption is false. These two strate-
gies have low effectiveness in retrieval. The performance of 
dictionary-based approaches basically depends on three fac-
tors: phrases and compound words, translation ambiguity, 
and out-of-vocabulary terms.  

Phrases of a sentence can be identified by using IR parts-of-
speech (POS). Identifying and translating the phrases can re-
duce the impact on phases and compound words. When a 
query word is being translated then it may cause translation 
ambiguity i.e. the query word may contain more than one 
translation and that causes the ambiguity for the selection of 
appropriate word for translation in that context. When trans-
lating a query word that may cause a problem of query term 
or source term missing in the bilingual dictionary, this type of 
problem is called as out-of-vocabulary problem.  

A method [2] is proposed to combine two bilingual dic-
tionaries which yields the third, using one pivot language. In 
this case we combine a Japanese-English dictionary with a 
Malay-English dictionary, to produce a Japanese-Malay dic-
tionary. Normalization of the pivot language has improved 
the matching of this method. In [3] suggested that many oper-
ational IR indexes are non-normalized. As the most transla-
tions are lemmas it becomes a challenge for dictionary-based 
cross-language retrieval. A non-normalized index is a chal-
lenge of dictionary-based CLIR. There are two optional ap-
proaches for testing. They are Frequent Case Generation 
(FCG) and s-gramming. For a given lemma we can automati-
cally generate the most frequent inflected forms using FCG. S-
gramming is an approximate string matching technique. The 
language pairs in our tests were English–Finnish, English–
Swedish, Swedish–Finnish and Finnish–Swedish. Depending 

on the language pair, both approaches performed well. 

3 IDENTIFYING AND TRANSLATING PHRASES AND 
COMPOUND WORDS 

Identifying and translating phrases are used in the query 
translation to improve the retrieval performance. New com-
pounds words are generated by Natural languages because 
they are productive systems. Some languages of translation 
dictionaries include the lexicalized compounds. Most com-
pounds are untranslatable. Only full compounds are not suffi-
cient for effective dictionary look-up and for searching com-
pound words. Compound splitting with a morphological ana-
lyzer and separate translation of component words are useful 
for getting good performance in retrieval.  In dictionary-based 
approach one of the factors that cause errors is Multi-term 
phrases translation [4]. In [5] proposed word-by-word transla-
tion using a dictionary that causes performance degradation 
than manual phrases translation. Identifying phrases in the 
query and translating them using a phrase look-up dictionary 
can reduce the impact of the phrases and compound words 
translation. It is unable to create "complete" phrase dictionary 
because using a language is a creative activity and new 
phrases are added continuously. If a phrase is not stored in a 
lexicon then identifying it in a query and translation remains 
as a major problem. 

4 TRANSLATION AMBIGUITY 
The effectiveness of CLIR will be 60% lower than monolingual 
retrieval if the problem of translation ambiguity is not consid-
ered in simple dictionary translation [6], [7]. Translation ambi-
guity is caused due to some words that may have different 
translations and meanings. This problem is observed   when 
short queries are entered by the web users. In the dictionary-
based approaches, most probably the errors are caused due to 
selecting the wrong translation terms among the translations 
provided by the dictionary. There are different techniques to 
reduce the ambiguity and errors caused during query transla-
tion. In machine readable dictionaries instead of using all pos-
sible translations, we can use the techniques based on term co-
occurrence [6], [8], term similarity [9], [10] and language mod-
elling [11]. Use a general and a domain-specific dictionary to 
combine the results of translating query terms and then use 
structural tags to indicate the contextual relationship among 
the resulting terms, which is a different approach to reduce 
the ambiguity problem that was proposed in [12]. We can also 
use pseudo-relevance feedback (PRF) to solve the ambiguity. 
In term co-occurrence, [6] a technique was described that em-
ploys co-occurrence statistics obtained from the corpus being 
searched to disambiguate dictionary translation. Their hy-
pothesis is that the correct translation of query terms should 
co-occur in target language documents and incorrect transla-
tion should not co-occur. Term similarity is based on the con-
cept of statistical term similarity. In [9] proposed a translation 
disambiguation technique. This technique selects the best In-
donesian translation of an English term from all possible 
translations given by a bilingual dictionary. It makes use of 
term-similarity matrix in order to build the statistical term-
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distribution parameters obtained for Indonesian terms taken 
from Indonesian corpus and a subset of their English collec-
tions for English terms. In Language modelling for dictionary-
based query translation, a novel statistical model which uses 
hidden Markov model (HMM) [13] for selecting translations 
[11]. Probability of any query-translation pair will be comput-
ed by this query-translation model. 

In [14] suggested that the most important step in Cross-
Lingual Word Sense Disambiguation (CLWSD) is that a sys-
tem has to choose the dictionary that provides the possible 
translations. In this a comparison is done between different 
dictionaries. It is based on two different frameworks. Firstly, 
by using theses dictionaries for an ideal system we analyze the 
potential results. In the other framework results are analyzed 
using different bilingual dictionaries. It also considers particu-
lar unsupervised CLWSD system CO-Graph. The analysis per-
formed on the dictionaries for a particular system has im-
proved the results in that framework. In [15] suggested that in 
order to assign the most appropriate sense to a polysemous 
word, Word sense disambiguation (WSD) is used: a raw text 
corpus and a machine-readable dictionary (MRD) are the two 
resources for automatic WSD, using which a method is pro-
posed. For every occurrence of polysemous words in a sen-
tence the system separately constructs the acyclic weighted 
digraph (AWD) that disambiguate all occurrences of polyse-
mous words in a sentence. In [16] suggested that in Cross 
Language Information Retrieval one common way to translate 
the query is to use bilingual dictionaries. Dictionary-based 
query translation is improved by using Vietnamese-English 
Bilingual Information Retrieval and it may also consists of 
algorithms for query segmentation, word disambiguation and 
re-ranking. The proposed algorithms are compared and veri-
fied with the baseline method by implementing an evaluation 
environment.  

In [17] proposed that in cross-language information re-
trieval, a method using dynamic incremental clustering is 
proposed to resolve ambiguities implicitly. In translated 
quires, document clusters can resolve the ambiguities effi-
ciently and also considers the context of all the terms into ac-
count in a document. By using vector space retrieval model or 
the probabilistic retrieval model for translated query terms we 
can retrieve the documents. For this a framework has been 
proposed that translates a query in Korean/Japanese into Eng-
lish by looking up bilingual dictionaries. For the top-ranked 
retrieved documents, query-oriented document clusters are 
incrementally created and the weight of each retrieved docu-
ment is recalculated by using the clusters. In [18] proposed 
that in CLIR for Dictionary-based query translation a source 
term can yield term having different meanings. Based on tar-
get document collection we check the methods that solve the 
ambiguity of translations. The two kinds of disambiguation 
technique are term co-occurrence statistics and pseudo-
relevance feedback. The CLEF 2003 test collection for German 
to Italian bilingual searches are used to compare these tech-
niques. The experiments showed that the term co-occurrence 
based techniques is dominant and the PRF method shows high 
search performance, but the statistical tests does not support 
these conclusions.  In [19] suggested that in CLIR the crucial 
process is to solve the ambiguity in the translation of short 

length queries. If we use a bilingual dictionary this problem 
becomes more challengeable. In this for dictionary-based CLIR 
a statistical framework is developed by using monolingual 
word co-occurrence statistics. In this we can estimate transla-
tion probabilities of query words.  When we compare the pro-
posed work with the previous work on dictionary-based 
CLIR, the advantages identified are to capture the uncertainty 
in translating queries by calculating the translation probabili-
ties explicitly, simultaneous estimation for the translations of 
all query words and with a unique optimal solution a formu-
lated problem can be solved. 

In [20] suggested that in cross-language information re-
trieval, query translation is an effective method. In this multi-
ple translations of query terms causes the problem of transla-
tion ambiguities. In this we propose a method for source que-
ry terms that examine all combinations of target query term. 
This method causes some problems while using bilingual dic-
tionary for CLIR with query translation. So the associations 
between the translation equivalent at hand and all other trans-
lation equivalents of adjacent query terms are considered in-
stead of selecting the best translation equivalent of a query 
term. In [21] proposed that using binary relevance assess-
ments, cross-language information retrieval has been restrict-
ed to settings. In a best match retrieval environment using 
graded relevance assessments, dictionary-based CLIR results 
are evaluated. For testing, a text database containing newspa-
per articles and its related topics are considered. From the top-
ics, monolingual baseline queries will be formed automatical-
ly; next translation of source language topics into target lan-
guage will be done automatically. A comparison to measure 
the effectiveness of translated queries to that of monolingual 
queries was performed. Later, to expand the original target 
queries, pseudo-relevance feedback was used. Using stringent, 
regular and liberal relevance thresholds, CLIR performance 
was evaluated. The regular or liberal threshold yielded rea-
sonable performance, where stringent threshold could not 
achieved high performance. Pseudo-relevance feedback based 
query expansion successfully improved the performance of 
the translated queries on all the relevance thresholds. The 
stringent threshold performance has not improved by this 
method in relation to the other thresholds. In [22] proposed 
that for many languages, lack of comprehensive dictionaries 
becomes a bottleneck in dictionary-based CLIR. A method is 
proposed using simple seed lexicons where the multilingual 
dictionaries (for Spanish and Swedish) will automatically 
emerge. By cognate mapping the seed lexicons will be 
emerged automatically. Validate Lexical and semantic hy-
potheses and then iteratively generate new ones by making 
use of co-occurrence patterns in parallel corpora, which are 
hypothesized translation synonyms. By using a large medical 
document collection, evaluate these newly derived dictionar-
ies within a cross-language retrieval setting. 

5 OUT-OF-VOCABULARY TERMS 
The Out-Of-Vocabulary (OOV) problem is caused due to the 
missing of query terms in bilingual dictionaries and parallel 
corpora. For example, if the query is regarding the current 
affairs it may contain new words that are not present in the 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 6, Issue 8, August-2015                                                                                                         327 
ISSN 2229-5518  

IJSER © 2015 
http://www.ijser.org  

translation dictionary. This will degrade the performance of 
CLIR. A wide variety of solutions to the problem of OOV 
terms are present in existing CLIR systems. One of them is to 
use domain-specific bilingual dictionaries but they are costly 
to produce. This makes a move towards transliteration. In 
Transliteration, an important problem in CLIR is missing 
translations. This is caused when there is an unknown source 
term (the OOV problem) or the source term is known but the 
translation is missing. The OOV problems often concern prop-
er names. When such a term is present in a query which gives 
vital information is not translated properly, it may result in 
low retrieval effectiveness. OOV term translation should be 
based on the sound rather than on the meaning otherwise it 
fails. In the process of transliteration, the source language 
original term is converted into a target language approximate 
phonetic equivalent. 

In [23] suggested that to identify the translation equiva-
lents of source words that are obtained by transformation rule 
based translation (TRT) a method based on the statistical tech-
nique was developed. Frequency-based identification of trans-
lation equivalents (FITE) effectiveness was tested using biolog-
ical and medical cross-lingual spelling variants and OOV 
words in Spanish-English and Finnish-English TRT. The tech-
nique also reliably identified native source language words i.e. 
the source words that cannot be correctly translated by TRT. 
Rather than basic dictionary-based CLIR, the Dictionary-based 
CLIR augmented with FITE-TRT performs well, where OOV 
keys were kept intact. Among several fuzzy transla-
tion/matching approaches in CLIR experiments, the FITE-TRT 
with Web document frequencies was the best technique. In 
[24] suggested that in cross-language information retrieval, 
noise can present in queries or in the target collection. To 
translate queries, OOV for dictionaries is used. Similar prob-
lems are identified with historic document retrieval (HDR), 
OCR errors and historical spelling variants. To solve these 
problems three data driven approaches have been proposed. 
The first two methods that operate on string level are the 
transformation rule based translation (TRT) method and the 
classified s-gram method. In the target query, the query word 
which is to be included, is identified from the target document 
that is approximate match of a query word. In the third meth-
od, translation of OOV words requires translation knowledge. 
For this translation the corpus-based approach, parallel or 
comparable corpora are used. In [25] suggests the major prob-
lem in dictionary-based cross-language information retrieval 
is technical terms and proper names. In this for cross-lingual 
spelling variants a novel two-step fuzzy translation technique 
was proposed. Firstly, for source words we apply transfor-
mation rules to make them similar to their target language 
equivalents. By using translation dictionaries as source data 
we can generate rules automatically. In the next step, by using 
fuzzy matching the intermediate forms obtained in the first 
step are translated into a target language. In some cases the 
two-step technique outperformed than fuzzy matching alone. 

In [26] suggested that in Natural Language Processing 
(NLP) one of the major tasks is Named Entity (NE) extraction. 
Complexity of aligning NEs in bilingual documents is more 
than that of identifying NEs in monolingual documents. With 
multiple knowledge sources, by incorporating statistical mod-

els a new model was developed for aligning bilingual NEs. In 
this proposed approach we translate an English NE phrase 
into a Chinese equivalent. For this, a word translation uses 
lexical translation and word reordering uses alignment proba-
bilities. The method contains automatically learning phrase 
alignment, acquiring word translations and automatically dis-
covering transliteration transformations. The method also con-
tains language-specific knowledge functions. At run time, in a 
pair of bilingual sentences for each source NE we apply the 
proposed models to generate and evaluate the target NE can-
didates. Then the computed probabilities are used to align 
source and target NEs. In [27] suggested a Korean language 
processing Compound noun segmentation as a first step. In 
general human supervision is required for most the approach-
es that causes unknown word problem and these can be over-
come by unsupervised approaches. Generally unsupervised 
methods depend on character-based segmentation clues and 
will not consider all possible segmentation candidates. To 
overcome the problem, we use an unsupervised segmentation 
algorithm that makes use of word-based segmentation con-
text. In word-based segmentation clues, by using corpus we 
can generate dictionary automatically. Improvement in dic-
tionary-based longest-matching algorithm proves that pro-
posed experiments are successfully applied to Korean infor-
mation retrieval. 

Some others independent methods exist in the literature, 
other than discussed above which will improve the perfor-
mance of dictionary based translation in CLIR. In [28] suggest-
ed that impressive results have been achieved by automatic 
construction of bilingual dictionaries. In general, parallel cor-
pora is used in Bilingual dictionaries that makes use of select-
ed text domains and language pairs. Due to this other poten-
tial resources are explored. For bilingual terminology extrac-
tion one can make use of Wikipedia as a corpus. From differ-
ent types of Wikipedia links information, to extract term-
translation a method has been proposed. To determine the 
correctness of unseen term-translation pairs an SVM classifier 
is trained on the features of manually labeled training data. In 
[29] proposed a multilingual parallel electronic dictionary, 
named MPEDM. It covers the languages in Chinese and Mon-
golian. By using Cosine similarity measure on different Mon-
golian systems the average coverage of MPEDM was evaluat-
ed. Later manually add a part-of-speech (POS) and Chinese 
word pairs to MPEDM and then the traditional and TODO 
Mongolian words were paralleled automatically. The MPEDM 
dictionary can be used in multilingual word searching and 
interpreting a word in its reading and grammatical form on 
line. In [30] proposed that patent retrieval is one of the 
branches of Information Retrieval (IR) which aims to support 
patent professionals in retrieving patents. In order to reduce 
the difficulty of accessing the patents by their language, they 
have to be translated into other languages. This improves the 
opportunities of patent retrieval and it is exploited by query 
translation. By using general domain-free dictionary and a 
domain-specific patent dictionary we can expand the transla-
tions of monolingual patent quires. In [31] suggested that in 
natural language (NL) dictionaries a Trie structure is a fre-
quently used approach for retrieval. Computer hard disk has a 
huge amount of common information in some dictionaries 
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when we develop a variety of NL processing systems. In this a 
method is proposed to merge both individual dictionaries and 
generalized dictionary. It decreases the size of total dictionary 
and increases the usage of individual dictionaries to that of the 
other applications. 

In [32] suggested that by using new translations in compa-
rable corpora the Bilingual dictionaries are extended automat-
ically. "Similar words have similar contexts" is the basic as-
sumption. In this we extract the salient pivot words for which 
translation is available in bilingual dictionary by using Bayesi-
an estimation, which addresses the issues based on the context 
of a word with an unknown translation (query word). Later, 
for a query word we match the pivot words to identify their 
translations. Now by using probability, a similarity score is 
calculated between the translation candidate and query word. 
In [33] suggested that a transitive translation is a branch of 
cross-language information retrieval in which search queries 
are translated into the document language by using interme-
diate (or pivot) language. In the experiments, queries con-
structed from CLEF 2000 and 2001 Swedish, Finnish and Ger-
man topics were translated into English through Finnish and 
Swedish by an automated translation process using morpho-
logical analyzers, stop-word lists, electronic dictionaries, n-
gramming of untranslatable words, structured and unstruc-
tured queries. The results of the transitive runs and bilingual 
runs were compared. The transitive runs using structured tar-
get queries performed well. 

In [34] suggested that we can identify the important issues 
in dictionary based CLIR .To explain the relationships be-
tween existing techniques, unified frameworks for term selec-
tion and term translation are explored. Using unifom query 
translation architecture we can illustrate the effect of those 
techniques with the help of four contrasting languages for sys-
tematic experiments. In the key results we have identified the 
previously unseen dependence of pre- and post-translation 
expansions. In [35] proposed that by depending on the user 
information needs Query suggestion helps to suggest relevant 
queries for a given query. In this cross-lingual query sugges-
tion (CLQS) for a query is used to suggest relevant queries in 
other languages. In the query log CLQS presents an effective 
means of mapping the input query of one language to queries 
of the other language. With a discriminative model we can 
estimate the cross-lingual query similarity. Benchmarks have 
shown that the CLQS system outperforms a baseline system 
that makes use of dictionary-based query translation. In [36] 
suggested that in large scanned book collections we can identi-
fy translations of books with OCR errors. In this method linear 
progression of ideas in a book is preserved. Taking into ac-
count English and German language books an English-
German dictionary is proposed to translate the word sequence 
of English book into German. By using Longest Common Sub-
sequence (LCS) algorithm both sequences can be aligned as 
they are in German. In [37] proposed that in order to identify 
predefined entities from a document, Dictionary-based entity 
extraction is used. Approximate entity extraction is used to 
improve extraction recall. It will find all the substrings in the 
document that matches entities approximately in a given dic-
tionary. To support many similarity/dissimilarity functions a 
unified framework is proposed. Some of the similari-

ty/dissimilarity functions are jaccard similarity, cosine simi-
larity, dice similarity, edit similarity and edit distance. To uti-
lize the shared computation, efficient filtering algorithms are 
developed and effective pruning techniques are developed. 
When this method is compared with state-of-the-art studies it 
has greater performance. 

6 CONCLUSION 
CLIR is used for retrieving the information in Languages other 
than native languages. When user needs the information in 
other language we can make use of CLIR system. Dictionary 
based CLIR is mostly used in information retrieval and ma-
chine translation.  In dictionary based CLIR we perform query 
translation by using bilingual dictionaries. This causes the 
problems like selection of translation for query, selection of the 
dictionary for possible translation and so-on. To solve diction-
ary selection problems we can use dictionaries like multilin-
gual parallel electronic dictionary and by using compression 
algorithm we can reduce the size of dictionary. Performance 
enhancement of the dictionary based CLIR mainly depends on 
three factors such as phrases and compound words, transla-
tion ambiguity, and out-of-vocabulary terms. Translation am-
biguity problems can be solved by using techniques like Word 
Sense Disambiguation, heap-based filtering algorithms, doc-
ument clusters, examining all combinations of target query 
term translations corresponding to the source query terms, 
term co-occurrence based method, PRF based method, graded 
relevance assessments and statistical framework. Out-of-
vocabulary problems can be solved by using the techniques 
like novel two-step fuzzy translation technique, translation 
identification framework, novel statistical frequency-based 
identification of translation equivalents, unsupervised seg-
mentation algorithm, using the three methods: transformation 
rule based translation method, the classified s-gram method 
and the corpus-based approach. Transliteration problems can 
be solved by using techniques like lexical transla-
tion/transliteration. For improving the performance of re-
trieval by using pivot language we can use techniques like 
Bayesian estimation, automated translation process, combin-
ing two bilingual dictionaries. By mining relevant queries in 
different languages from query logs also we can improve the 
performance of dictionary based CLIR. So we have seen in-
sight into different techniques to solve the problems and im-
prove the performance of dictionary based CLIR. According to 
research studies made till now on Dictionary based transla-
tion, WSD systems achieve sufficiently high levels of accuracy 
on a variety of word types and ambiguities.  
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